Evaluation of the Performance of Low-Cost Air Quality Sensors at a High Mountain Station with Complex Meteorological Conditions
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Abstract: Low-cost sensors have become an increasingly important supplement to air quality monitoring networks at the ground level, yet their performances have not been evaluated at high-elevation areas, where the weather conditions are complex and characterized by low air pressure, low temperatures, and high wind speed. To address this research gap, a seven-month-long inter-comparison campaign was carried out at Mt. Tai (1534 m a.s.l.) from 20 April to 30 November 2018, covering a wide range of air temperatures, relative humidities (RHs), and wind speeds. The performance of three commonly used sensors for carbon monoxide (CO), ozone (O₃), and particulate matter (PM₂.₅) was evaluated against the reference instruments. Strong positive linear relationships between sensors and the reference data were found for CO ($r = 0.83$) and O₃ ($r = 0.79$), while the PM₂.₅ sensor tended to overestimate PM₂.₅ under high RH conditions. When the data at RH $>95\%$ were removed, a strong non-linear relationship could be well fitted for PM₂.₅ between the sensor and reference data ($r = 0.91$). The impacts of temperature, RH, wind speed, and pressure on the sensor measurements were comprehensively assessed. Temperature showed a positive effect on the CO and O₃ sensors, RH showed a positive effect on the PM sensor, and the influence of wind speed and air pressure on all three sensors was relatively minor. Two methods, namely a multiple linear regression model and a random forest model, were adopted to minimize the influence of meteorological factors on the sensor data. The multi-linear regression (MLR) model showed a better performance than the random forest (RF) model in correcting the sensors’ data, especially for O₃ and PM₂.₅. Our results demonstrate the capability and potential of the low-cost sensors for the measurement of trace gases and aerosols at high mountain sites with complex weather conditions.
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1. Introduction

Air pollutants, such as fine particulate matter (PM₂.₅), carbon monoxide (CO), and ozone (O₃), are important components of the Earth’s atmosphere and significantly affect the air quality, human
health, and climate change [1–6]. In order to oversee the variations of air quality and release warnings in real time, major air pollutants have been monitored routinely by a variety of governments, as well as state and local regulatory agencies, by using sophisticated and expensive fixed-site instruments [7]. However, the number of air quality monitoring stations is largely limited by the cost of instruments and the availability of trained personnel to operate and maintain such instruments. Therefore, it is impractical to deploy intensive monitoring networks and gather air quality information at high spatial resolutions, especially in some undeveloped, remote, or high-elevation areas.

The development of low-cost and portable sensors provides a solid means to supply and extend the existing infrastructure, and increases the density and coverage of empirical measurements [8]. Generally, sensors that cost less than $2000 to measure specific individual pollutants in the air are defined as low-cost sensors [9,10]. In recent years, air quality sensor networks have been established to improve current ambient air monitoring capabilities in many cities. For example, Hasenfratz et al. compiled a high-resolution urban air pollution map of Zurich, Switzerland, based on the data measured by sensors deployed on public transport vehicles [9]. Heimann et al. used a sensor network to quantify the contributions of regional and local sources to the air quality around the city of Cambridge, UK [10]. Schneider et al. utilized data fusion technology based on geostatistics to combine the sensors’ data with an air pollution diffusion model to generate a detailed urban air quality map for Oslo, Norway [11].

Are the measurements of low-cost air quality sensors reliable? During the last decade, a number of researchers, entrepreneurs, and manufacturers have been devoted to developing these kinds of sensors and evaluating their performance under laboratory conditions [12–19]. For example, Wang et al. evaluated the performance of low-cost particle sensors and indicated the good ability of sensors to monitor particle concentrations with relatively high linearity and moderate repeatability [20]. Pang et al. investigated the influences of relative humidity (RH) and gas sample flow rate on the sensor calibrations and sensitivities [21]. Meanwhile, the performance of sensors was also evaluated in the ambient atmosphere. Most of the previous studies focused on the influence of meteorological factors, such as temperature (T), RH, sunlight, and other factors, and proposed calibration schemes based on the long-term evaluation in urban and/or suburban environments [22–31]. In addition, some studies also paid attention to the influence of cross-sensitivities on sensors [12,32,33]. Many methods are used to calibrate air quality sensors, such as linear regression (LR), multi-linear regression (MLR), random forest (RF), artificial neural network (ANN), support vector machine (SVM), support vector regression (SVR), etc. [34]. LR and MLR use covariates to improve calibrations, and are the most popular methods used to calibrate the sensors’ data. However, LR reports the worst $R^2$ and should be avoided for gaseous sensors [35–37]. The remaining four calibration approaches are supervised learning techniques and can greatly improve the $R^2$ in most sensors and situations. RF and ANN are two common supervised learning techniques but need a lot of data to train the models [6,19,38,39]. SVR and SVM are new machine learning methods based on statistical methods but are less commonly utilized. They approach the nonlinear function using control accuracy, and have the advantages of global optimization and good generalizability [40,41].

Despite the abovementioned great efforts in lab and ambient conditions at the ground level, the performance of low-cost air quality sensors has been not fully evaluated in high-elevation areas, where the meteorological conditions are quite different and usually more complicated than those at low elevations. Around the world, many cities are located in plateaus or mountainous areas, where sensors have a high potential to support the local and regional air quality monitoring. High mountain stations and research aircraft have proved to be useful sampling platforms for regional air pollution and atmospheric chemistry research [42,43]. However, it is much more difficult to monitor the air quality by using conventional methods (such as sophisticated and bulky instruments) at a mountain site or aboard an aircraft than on the ground. For example, only a few instruments can be carried up to the mountain top owing to the limitation of economy and personnel, and the instruments aboard an aircraft are weight limited. In addition, the meteorological conditions at high altitudes are more complicated than at low altitudes and are characterized by lower pressure, lower temperatures, and
higher wind speeds, which are unfavorable for the instrument operation and make it easy to damage the instruments. Therefore, there is an urgent need to monitor air quality using low-cost sensors and to evaluate them based on commercial benchmark instruments in such harsh environments.

In this study, we conducted a long-term inter-comparison campaign with concurrent operation of both air quality monitoring sensors and commercial analyzers on the top of Mt. Tai (1534 m a.s.l.), which is located in the center of the North China Plain (NCP). The performance of several commonly used sensors was comprehensively evaluated, and the potential effects of meteorological parameters, such as T, RH, wind speed (WS), and atmospheric pressure on the sensor measurements were estimated. We demonstrate the capability of low-cost air quality sensors for the measurements of trace gases and aerosols in high-elevation areas and also propose optimization schemes to improve their measurement accuracy.

2. Experiments

2.1. Site Description

The field campaign was carried out at the summit of Mt. Tai (36.16° N, 117.06° E, 1534 m a.s.l., Figure 1) from 20 April to 30 November 2018. Mt. Tai is located in the center of the North China Plain and is the highest mountain in this region. The altitude of Mt. Tai places the study site in the transition region between the planetary boundary layer (PBL) and the free troposphere. During the daytime in summer, the summit of Mt. Tai reaches close to the top of the PBL, and the observations can represent the atmospheric environment at a regional scale. At nighttime, it is in the residual layer or free troposphere [44,45]. Thus, the site is suitable for studying the transport of atmospheric pollutants in Northeast Asia and the exchange of pollutants between the PBL and the free troposphere. The Mt. Tai station has been extensively deployed as a sampling platform in many previous studies, and the details of the study site can be found elsewhere [42,46,47].

Figure 1. (a) Map showing the location of Mt. Tai. The emission data of fine particulate matter (PM$_{2.5}$) were downloaded from http://meicmodel.org/about.html. (b) Photo of the sampling inlets of the air quality sensor and benchmark instruments on the rooftop of Mt. Tai station.
2.2. Measurement Techniques

The air quality monitoring sensors, integrated by Shandong Nova Fitness Co., Ltd. (Jinan, Shandong Province, China), were used and evaluated in the present study. The setup consisted of three sensors that respond to target species: CO (CF-200, http://www.membrapor.ch/sheet/CO-CF-200.pdf), O₃ (C-5, https://www.membrapor.ch/sheet/O3-C-5.pdf) and PM₂.₅ (SDS019P, https://www-sd-nf.oss-cn-beijing.aliyuncs.com/官网下载/SD019%20Laser%20PM2.5%20Sensor%20SpecificationV1.4.pdf). The technology of O₃ and CO sensors is a three-electrode electrochemical system; it performs the redox reaction with the target gas and generates electrical signals proportional to the gas concentrations. As shown in Figure 2a, the electro-chemical sensors (CO and O₃) consist of a sensing electrode (or working electrode), a reverse electrode, and a reference electrode. The sensing electrode and the reverse electrode are separated by a thin electrolytic layer. The sample gas passes through the tiny capillary opening and hydrophobic barrier layer, finally reaching the electrode surface and reacting with the sensor electrode. The electronic device flows between the positive and negative electrodes through the resistor connected between the electrodes, and the electric current is proportional to the concentrations of the measured gas. In fact, the potential of the sensing electrode cannot remain constant due to the continuous electrochemical reaction on the surface of the electrode. Therefore, a reference electrode was introduced to avoid the degradation. Figure 2b shows the schematic diagrams of the PM₂.₅ sensor. The theory is based on the laser diffraction method, i.e., particle density distribution is specified using the light intensity distribution patterns. The built-in algorithm can convert the particle density distribution into particle masses. There are four sub-sensors in the PM₂.₅ sensor, which are matched using meter timing. The output data are the average values of the four sub-sensors. If one sub-sensor is found to be abnormal by comparing with the other three sensors through the internal algorithm, it is eliminated, and the recorded PM₂.₅ data becomes the average of the three sub-sensors. The technical specifications of the air quality monitoring sensors are summarized in Table 1. All of the technologies of these three sensors have been verified and widely used in laboratories or at ground stations. It is also noteworthy that the air pressure at the summit of Mt. Tai is approximately 83.45–85.62 kPa, which is a little lower than the favorable pressure range as specified in Table 1. The influence of the pressure on the sensors is detailed in Section 3. The time resolution of the three sensors was 30 s. The sensors were calibrated by Shandong Nova Fitness Co., Ltd. (Jinan, Shandong Province, China). After installation, the sensors were no longer calibrated. During 20–23 August 2018, the power supply of the sensor was broken, and the data were lost.

![Figure 2. Schematic diagrams of the sensors evaluated in this work: (a) CO and O₃, and (b) PM₂.₅.](image)
Table 1. Technical specifications and applied environmental conditions of the low-cost air quality sensors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CO (ppb)</th>
<th>O₃ (ppb)</th>
<th>PM₂.₅ (µg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation Principle</td>
<td>Three-electrode electrochemical</td>
<td>Three-electrode electrochemical</td>
<td>Laser scattering method</td>
</tr>
<tr>
<td>Nominal Range</td>
<td>0–200 ppm</td>
<td>0–5 ppm</td>
<td>0.0–1999.9 µg/m³</td>
</tr>
<tr>
<td>Resolution</td>
<td>&lt;0.1 ppm</td>
<td>&lt;0.02 ppm</td>
<td>&lt;10 µg/m³</td>
</tr>
<tr>
<td>Response Time</td>
<td>&lt;40 s</td>
<td>&lt;60 s</td>
<td>1 s</td>
</tr>
<tr>
<td>Maximum Zero Shift</td>
<td>2 ppm</td>
<td>0.1 ppm</td>
<td>-</td>
</tr>
<tr>
<td>Relative Humidity Range</td>
<td>15%–90%</td>
<td>15%–90%</td>
<td>0%–99%</td>
</tr>
<tr>
<td>Temperature Range</td>
<td>−20 °C to 50 °C</td>
<td>−20 °C to 50 °C</td>
<td>5 °C to 50 °C</td>
</tr>
<tr>
<td>Pressure Range</td>
<td>Atmospheric ± 10%</td>
<td>Atmospheric ± 10%</td>
<td>86–110 kPa</td>
</tr>
<tr>
<td>Expected Operation Life</td>
<td>3 years in air</td>
<td>2 years in air</td>
<td>3 years</td>
</tr>
</tbody>
</table>

At the Mt. Tai station, several trace gases (i.e., O₃, CO, NO, NO₂, and NOₓ) and PM₂.₅ have been continuously measured since July 2017. In the present study, the concurrent data of O₃, CO, and PM₂.₅ were used to validate the sensor measurements. The commercial instruments were housed in a temperature-controlled container, and the ambient air was sampled through a Perfluoroalkoxy (PFA) tube with a total length of 2.3 m (1.3 m above the top of the container). As shown in Figure 1b, the sampling inlet for PM₂.₅ was adjacent to the sensors, and an automatic heating dehumidification system was deployed on the surface of the PFA tube to eliminate the influence of high RHs larger than 80%. The gases’ inlet was about 5 m from the sensors. The benchmark instruments used in this study were as follows: CO was measured using an infrared (IR) radiation analyzer (Teledyne Advanced Pollution Instrumentation (API), San Diego, California, USA) Model 300 was used from 20 April to 3 July 2018, and Model T300U was used from 4 July to 30 November 2018. The detection limit was 50 ppbv for the former and 20 ppbv for the latter. For these two analyzers, the time resolution was 1 min and the precision was 0.5%. O₃ was measured using an ultraviolet absorption analyzer (API Model T400, San Diego, California, USA). The detection limit was 0.4 ppbv, and the time resolution was 1 min. The precision was <0.5% of readings above 100 ppbv. The PM₂.₅ mass concentrations were measured using a SHARP 5030 (Thermo Fisher Scientific, Waltham, MA USA) via the light scattering and beta ray absorption method. The detection limit was 0.5 µg/m³, and the time resolution was 1 min. The precision was ±0.5%. Meteorological data, including T, RH, WS, and pressure, were obtained from the Mt. Tai meteorological station. These instruments have been widely applied in many previous studies, and the quality assurance and quality control protocols can be found elsewhere [46,48–50]. For CO and O₃, we performed multi-point calibrations every month and changed the filter every two weeks. The calibration system consists of four parts: air pump (Jiangsu dynamic medical technology co.,ltd., Dynair DA5001/9, Suzhou, Jiangsu, China), Zero Air Supply (Thermo Fisher Scientific 111, Waltham, MA USA), Gas Dilution Calibrator (Sabio 4010, Round Rock, TX USA), and standard gas. The standard gas was produced by the National Institute of Metrology, China. O₃ was calibrated using the NO titration method. PM₂.₅ was calibrated every three months using the method of mass foil calibration in the instrument manual.

3. Inter-Comparison Results

3.1. Overview of the Measured Air Quality and Meteorological Conditions

The measured meteorological conditions in the present study at Mt. Tai are documented in Figure 3 and Table 2. During the seven-month observation period, the ambient temperature varied from 10 °C to 25 °C in the warm season (May to September) and from −5 °C to 10 °C in the cold season (April and October to December). The RH varied from 10% to 100% and was higher than 67% during half of the time. The wind speed was greater than 5 m/s most of the time, and the maximum instantaneous wind speed could reach 25 m/s. In addition, the atmospheric pressure varied from
83.45 kPa to 85.62 kPa. Overall, the meteorological condition at Mt. Tai is characterized by a wide range of temperature, high RH, and strong winds, which facilitates a thorough evaluation of the impacts of meteorological factors on sensor measurements.

Table 2. Statistics of the meteorological parameters and air pollutants measured by sensors and reference instruments at Mt. Tai during the inter-comparison campaign.

<table>
<thead>
<tr>
<th>Species</th>
<th>Median</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Max</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed (m/s)</td>
<td>5.1</td>
<td>5.8</td>
<td>3.6</td>
<td>24.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>14.0</td>
<td>12.6</td>
<td>6.7</td>
<td>25.4</td>
<td>−4.8</td>
</tr>
<tr>
<td>Relative Humidity (%)</td>
<td>77.6</td>
<td>73.0</td>
<td>24.2</td>
<td>100.0</td>
<td>10.7</td>
</tr>
<tr>
<td>Atmospheric Pressure (kPa)</td>
<td>84.6</td>
<td>84.6</td>
<td>0.4</td>
<td>85.6</td>
<td>83.4</td>
</tr>
<tr>
<td>CO (ppbv, sensor)</td>
<td>299</td>
<td>324</td>
<td>179</td>
<td>1436</td>
<td>17</td>
</tr>
<tr>
<td>CO (ppbv, reference)</td>
<td>342</td>
<td>360</td>
<td>164</td>
<td>1578</td>
<td>38</td>
</tr>
<tr>
<td>O3 (ppbv, sensor)</td>
<td>72</td>
<td>73</td>
<td>25</td>
<td>146</td>
<td>18</td>
</tr>
<tr>
<td>O3 (ppbv, reference)</td>
<td>72</td>
<td>72</td>
<td>22</td>
<td>159</td>
<td>12</td>
</tr>
<tr>
<td>PM2.5 (µg/m³, sensor)</td>
<td>38.0</td>
<td>46.6</td>
<td>36.7</td>
<td>214.5</td>
<td>0.4</td>
</tr>
<tr>
<td>PM2.5 (µg/m³, reference)</td>
<td>17.9</td>
<td>22.5</td>
<td>19.7</td>
<td>231.9</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 2 also summarizes the measured air quality data at Mt. Tai from both the sensors and benchmark instruments. The high time resolution data were averaged to hourly concentrations for further analysis. The concentrations of CO measured by the sensor varied in the range of 17–1436 ppbv, with an average value (± standard deviation) of 324 ± 179 ppbv. In comparison, the reference analyzer derived a comparable average concentration of 360 ± 164 ppbv with a range of 38–1578 ppbv. For O3, the sensor measured concentrations that varied in the range of 18–146 ppbv, and the average value was 73 ± 25 ppbv. The sensor measurements were highly consistent with the reference data, which varied...
in the range of 12–159 ppbv and showed an average value of 72 ± 23 ppbv. Furthermore, the average O3 concentration measured by the sensors and benchmark instruments during the warm season (May to September) was about 83 ± 22 ppbv and 78 ± 22 ppbv, which was significantly higher than that in the cold season (52 ± 18 ppbv and 55 ± 15 ppbv, April and October to November). It should be noticed that an O3 trough appeared in late August, which could be explained by the weak photochemistry reactions at high RH conditions. PM2.5 measured using sensors varied in the range of 0.4–214.5 μg/m3 with an average of 46.7 ± 36.7 μg/m3. The mean of PM2.5 was much lower when measured using the benchmark instrument, i.e., 22.5 ± 19.7 μg/m3, although the variation range of 0–231.9 μg/m3 was comparable to the sensor data. These measurement results indicate moderate air pollution at Mt. Tai and fairly good agreement between the sensors and reference analyzers. A detailed comparison is given in the following sections.

The difference between the sensors’ data and the reference data is shown in Figure 4. For the raw PM2.5 data, the difference largely varied from −62.9 μg/m3 to 200.4 μg/m3. The difference for raw CO and O3 was relatively stable, with occasional large deviations. We also added the difference between the corrected sensors’ data (half a month) and reference data. The difference was close to 0 for the two methods, indicating that the two correction methods could improve the accuracy of the sensor measurements.

![Figure 4](image)

**Figure 4.** The difference between the sensors’ data and the reference data, (a) CO, (b) O3, and (c) PM2.5. MLR: multi-linear regression, RF: random forest.

3.2. Inter-Comparison between Sensors and Reference Analyzers

Figure 5 shows the scatter plots of the sensor data against the reference measurements over the whole experiment period. Strong positive linear relationships can be clearly seen for CO and O3, with the Pearson correlation coefficients (r) of 0.83 and 0.79, and reduced major axis (RMA) slopes of 0.92 and 0.89, respectively. The RMA regression method was used here to eliminate the uncertainties of both variables [51]. Such results demonstrate the capability of low-cost air quality sensors to measure
CO and O₃ at high-elevation areas and under a variety of meteorological conditions, such as low temperature, low pressure, high RH, and strong winds.

![Figure 5](attachment:figure5.png)

**Figure 5.** Scatter plots of (a) CO, (b) O₃, and (c) PM₂.₅ between low-cost air quality sensor and the benchmark instruments (blue dots were at RH >95%). RMA: reduced major axis.

In Figure 5, the variation ranges of measurement data from the sensor and the reference analyzers were comparable, but the average value measured by the sensors was almost twice that of reference data (see Table 2). This was mainly because the sensor overestimated the PM₂.₅ under high RH conditions in July and August. During that period, ambient RH could reach 100% in nearly one third of the time. Figure 5c also shows that the PM₂.₅ sensor data were much higher than the reference data when the humidity was close to saturation (e.g., blue dots signify RH >95%). This difference between the sensor and reference data should be due to the fact that RH can impose a significant effect on the PM₂.₅ measurements, and during the present study, the reference instrument had an automatic heating dehumidification system to eliminate the effects of high humidity, but the sensor did not have this system. We also removed the measurement data with RH >95% for further comparison to examine the responses of sensor performance to different PM₂.₅ pollution levels. From Figure 5c (see also Figure 6), a strong non-linear relationship could be fitted well between the sensor and reference data, with an $r$ value of 0.91.

Some previous studies have suggested that the potential long-term baseline drift of air quality sensors may significantly interfere with the measurement results [19,26,32]. In this study, we also examined this issue by choosing the 5-min resolution data in the cleanest conditions (i.e., CO $\leq$ 150 ppbv, O₃ $\leq$ 40 ppbv, and PM₂.₅ $\leq$ 10 µg/m³; note that all of these data were from the reference analyzers) to test the potential long-term drift of the sensors. During our observation period, no significant baseline drift was observed (figures not shown).

3.3. Effect of Meteorological Factors on the Sensor Measurements

As mentioned above, meteorological factors, such as temperature, relative humidity, wind speed, and atmospheric pressure, may influence the measurements of air quality sensors. Here, we further examined the effects of individual meteorological factors on the three sensors by using the observations of reference analyzers as benchmarks. Figure 6 shows the scatter plots of the sensor data and reference data color-coded with the meteorological factors. Note that the sensor data of PM₂.₅ measured when RH >95% were excluded here. Overall, each meteorological factor showed different effects on the different sensors. For example, the CO and O₃ values measured by sensors were lower than those of reference analyzers at low temperature, but as the temperature increased, the CO and O₃ values measured by sensors tended to be larger than the reference data (Figure 6a,b), suggesting the positive interference of increasing temperature with the sensor observations. Therefore, the ratio of sensor data to reference data (sensor/reference) was used to evaluate the influence of meteorological factors on the sensors’ performance (see Figure 7).
Figure 6. Scatter plots of sensor data and reference data, color-coded with meteorological factors: (a–c) temperature, (d–f) relative humidity, (g–i) wind speed, and (j–l) pressure.
changed the migration rate of ions and electrons in the electrolyte and the rate of redox reaction, resulting in errors in the sensor measurements.

**Figure 7.** Scatter plots of sensor/reference ratios against meteorological factors: (a–c) temperature, (d–f) relative humidity, (g–i) wind speed, and (j–l) pressure.

**Temperature:** Figure 7a–c show the influence of temperature on the three sensors. For CO and O₃, the sensor/reference ratio showed an obvious increasing trend with the increase of air temperature \( r = 0.5 \) and 0.4), indicating the positive effect of temperature on the two gas sensors (Figure 7a,b). Based on the regression equation, the CO and O₃ sensors showed the best performance at temperatures around 17 °C and 9 °C, which was when the sensor/reference ratios were close to 1. However, these dots were dispersed and partly coincided with the baseline (sensor/reference equal to 1) between 8–23 °C for CO and between 8–22 °C for O₃. Otherwise, the sensors may overestimate (underestimate) at higher (lower) temperatures compared to the reference analyzers. For PM$_{2.5}$, the ratios of sensor/reference were relatively scattered with an average value of 1.5 ± 0.8 and showed little correlation with temperature,
suggesting that temperature may have no impact on the PM$_{2.5}$ sensor (Figure 7c). The positive effect of temperature on the measurements of O$_3$ and CO sensors could be explained by the unstable transformation velocity, i.e., air temperature influenced the transformation velocity of CO and O$_3$ gases passing through the hydrophobic barrier layer and changed the migration rate of ions and electrons in the electrolyte and the rate of redox reaction, resulting in errors in the sensor measurements.

Relative Humidity: For the two gaseous species of CO and O$_3$, the sensor/reference ratios in different RH bins were around 1, and the correlations with RH were quite weak ($r = 0.09$ and 0.08), indicating that RH may have had little effect on the CO and O$_3$ sensors (Figure 7d,e). For the PM$_{2.5}$ sensor data, in comparison, a moderate positive effect of RH could be clearly illustrated (Figure 7f). The $r$ value of the linear regression of the sensor/reference ratios with RH was 0.44. Based on the regression equation, we inferred that the ratio of sensor/reference was close to 1 when RH was around 32%. Considering the dispersed scatters, these dots partly coincided with the baseline when the RH was below 65%. In other words, the particle mass sensor may have largely overestimated the PM$_{2.5}$ concentrations when RH was larger than 65%. According to the working principle of the PM$_{2.5}$ sensor, we inferred that water vapor could absorb part of the light under high RH conditions. Then, the light intensity received by the photoelectric transistors was reduced, leading to an overestimation of particle mass concentrations.

Wind Speed: As shown in Figure 7g,i, increasing wind speed showed a weak negative effect on the CO and PM$_{2.5}$ sensors. The CO sensor showed the best performance when the wind speed was close to 0 m/s and tended to underestimate CO under high WSs. For the PM$_{2.5}$, the ratios of sensor/reference were larger than 1, indicating the overestimation of the PM$_{2.5}$ sensor. For O$_3$, the sensor/reference ratios for different wind speed bins were around 1, and the correlations with wind speed were quite weak ($r = 0.03$), indicating that wind speed had little effect on the O$_3$ sensor (Figure 7h). Considering the cost of the sensors, the manufacturer designed the fan rotation for the sampling of ambient air. We speculate that the amount of air entering the instrument changed with the dramatic change of atmospheric pressure caused by changes in the wind speed. For example, when the wind speed was large, less air could enter the sensor and participate in the reaction. Thus, higher wind speed may have a negative impact on sensor measurements.

Atmospheric Pressure: During our observations, the atmospheric pressure varied in a narrow range of 83.45–85.62 kPa. The air pressure showed a weak negative effect on the CO sensor, which showed the best performance when the pressure was close to 83.95 kPa (Figure 7j). As shown in Figure 7k–l, air pressure did not show obvious correlations with the sensor/reference ratios for the O$_3$ and PM$_{2.5}$ sensors, implying the negligible effects of air pressure on O$_3$ and PM$_{2.5}$ sensor measurements. The sensor/reference ratios of CO, O$_3$, and PM$_{2.5}$ were all around unity for different pressure bins, with average values of 0.90 ± 0.30, 1.06 ± 0.31, and 1.53 ± 0.79, respectively. It is worth noting that the air pressure at Mt. Tai was slightly out of range of the favorable operating pressure specified by the manufacturers. Our results suggest that the air quality sensors may work reasonably well under low pressure conditions in high-elevation areas, such as Mt. Tai.

4. Correction of the Sensor Measurement Data

As discussed above, the sensor measurement data may be significantly interfered with by the meteorological conditions. It is thus crucial to correct the sensor measurement data with the in situ meteorological parameters such that the data are consistent and inter-comparable. In the present study, two data correction methods were developed and tested, i.e., the MLR and RF models. This study lasted for seven months and covered multiple seasons and a wide range of meteorological conditions, and thus provided a good opportunity for the development, training, and validation of these two numerical models.

The MLR model developed the multiple linear regressions of the reference data as a function of the sensor measurement data; the slope between the sensor data and the reference data; and various meteorological parameters including temperature, RH, wind speed, and pressure. The MLR model
can be represented using Equation (1), where \( x \) and \( y \) denote the measurement data obtained from the sensor and reference analyzers; \( a \) and \( b \) are the slope and intercept between the sensor data and reference data and \( \beta_1, \beta_2, \) and \( \beta_3 \) are the correlation coefficients with individual variables. The model was performed using the least squares approach.

\[
y = [x(1 + \beta_1 \times T + \beta_2 \times RH + \beta_3 \times WS) - b] \times a
\]  

(1)

The RF model, a machine learning algorithm belonging to the ensemble based classifiers, is used for solving regression or classification problems [39,52]. As the name implies, the RF model is a forest established in a random way. There are many decision trees in the forest, and they have no correlation with each other. When a new input sample enters after obtaining the forest, each decision tree in the forest analyzes and gives the relationship between various factors in the sample. Then the final data calibration model is calculated as a (voted or averaged) sum of individual relationship. The RF model can reduce the variance of the prediction by merging the prediction results of each tree and improve the performance on the test set [53]. For example, we randomly chose 1000 datasets (including reference instrument data \( y \), sensor data \( x_1 \), and meteorological data \( x_2 \)) as training data and put them into the model. First, the RF model randomly assigned these data to form \( n \) groups of data packets (\( n \) could be hundreds or thousands). Second, data packets were used to train a decision tree and find the algorithm according to every data packet. Finally, the model used the algorithms to correct the test data (sensor data \( x_1 \) and meteorological data \( x_2 \)), and they were then further analyzed and sorted to find the best \( t \) output data. In the present study, the RF model used the sensor measurement data, temperature, RH, WS, and pressure data to predict the actual pollutant concentrations, which could be compared against the reference measurement data. The \( n \) was set to 500 in our RF model, and our collocation window covered a broad range of concentrations and meteorological conditions. During data preprocessing via the random forest model, missing data were deleted from the original data set [38].

In the present study, we used half of the collected data (15 days in each month) to develop the MLR model and RF model, and the rest of the data were used to validate the developed models. For CO and O\(_3\), we used the whole dataset to develop and validate the models. However, the high-concentration PM\(_{2.5}\) data rarely appeared, but the RF model needed huge quantities of data to be developed. Thus, we only used the PM\(_{2.5}\) data that was less than 36.8 \( \mu \)g/m\(^3\) (accounting for 80% of the whole dataset) to develop and validate the two models.

The comparison between the corrected data and reference data is shown in Figure 8. The RMA slopes of the raw data were 0.82, 0.85, and 1.36 for CO, O\(_3\), and PM\(_{2.5}\), respectively (Figure 8a,d,g). After correction, the slopes were 0.88, 0.95, and 0.97 in the MLR model and 0.90, 0.89, 0.88 in the RF model. Our result shows that the MLR model had a better performance when correcting the sensor measurement data, especially for O\(_3\) and PM\(_{2.5}\). Neither method was good for CO correction, suggesting other factors also influenced the CO sensor. In addition, the \( r \) was slightly improved to 0.86–0.88 using the two models. Note that both of the methods failed to correct the PM\(_{2.5}\) sensor data under RHs larger than 95%. Overall, the MLR model showed a better performance than the RF model, since it could improve the RMA slope to be closer to 1. The unsatisfactory result of the RF model was because it required huge quantities of data (preferably covering all probabilities) to develop the model.
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Figure 8. Comparison of scatterplots between the reference and sensor data for the test dataset of the original out-of-sensor data (a,d,g), after correction using multiple linear regression (b,e,h), and after correction using a random forest model (c,f,i).

5. Conclusions

We thoroughly evaluated the performance of three air quality monitoring sensors at a high mountain site with harsh environmental conditions. During our observations, the three low-cost air quality sensors generally performed well, although some of the environmental conditions were out of the recommended specifications. For example, the atmospheric pressure was lower than the recommended specifications for the sensors, but the three sensors could still work reasonably well. The RH required for the CO and O3 sensors was 15%–90%, but the two sensors could still work well when RH was out of this range. The exception was that the PM2.5 sensor could not work well when RH exceeded 95%. Our study also suggested that the working conditions in the manual should be modified for high mountain environments.

Overall, our study suggests that air quality sensors can be used to monitor the trace gases and aerosols at high mountain sites, and thus enhance the monitoring capability due to their low cost and easy operation. Here, we also propose some optimization schemes to improve the performance of the sensor measurements: (1) an internal temperature compensation (fourth electrode) should be adopted to remove the influence of temperature; (2) an automatic dehumidifier should be equipped to eliminate the effects of high RH, especially for the PM2.5 sensor; (3) a mass flowmeter or voltage regulator should be adopted to ensure the steady flow of gas through the sensor and prevent atmospheric pressure and wind speed fluctuations; and (4) a built-in chemical filter or a more suitable electrochemical working
fluid should be added to eliminate the cross interference from other gases. These improvements will also certainly increase the cost of the sensors. Therefore, the data quality and sensor cost need to be well balanced.
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